**บทที่ 3**

**ขั้นตอนการทำงานของโปรแกรม**

ในบทนี้จะกล่าวถึงขั้นตอนการทำงานของระบบและการนำทฤษฎีต่างๆ ที่เกี่ยวข้องมาประยุกต์ใช้ในงานวิจัยนี้

**3.1 การสร้างชุดฝึกสอน**

ก่อนที่จะนำข้อมูลไปฝึกสอนระบบนั้น การทดลองนี้จะนำหลักการของทฤษฎีอลวนไปใช้ในการหาพฤติกรรมที่แน่นอนของราคาหุ้นซึ่งมีสมมติฐานว่าราคาหุ้นมีลักษณะเป็นระบบพลวัตรแบบไม่เชิงเส้นซึ่งเป็นระบบที่ไวต่อสภาวะเริ่มต้นคล้ายกับว่าเป็นระบบที่เกิดขึ้นแบบสุ่มแต่แท้จริงแล้วเหตุการณ์ของระบบเกิดขึ้นภายใต้กฎเกณฑ์อันแน่นอน หลังจากนั้นจึงจะนำไปใช้ทำนายราคาหุ้นในอนาคตโดยใช้ซัพพอร์ตเวกเตอร์รีเกรสชัน (Fuzzy Support Vector Regression: FSVR)

ข้อมูลที่ใช้ฝึกสอนเป็นราคาหุ้นของบริษัทที่อยู่ในดัชนีอุตสาหกรรมดาวโจนส์ 30 บริษัท ซึ่งมีชื่อย่อบริษัทดังต่อไปนี้ AXP, BA, CAT, CSCO, CVX, DD, DIS, GE, GS, HD, IBM, INTC, JNJ, JPM, KO, MCD, MMM, MRK, MSFT, NKE, PFE, PG, T, TRV, UNH, UTX, V, VZ, WMT และ XOM เป็นราคาหุ้นที่อยู่ในช่วงไตรมาสที่ 1 ถึงไตรมาสที่ 4 ของปี พ.ศ. 2555 และปี พ.ศ.2556 รวมทั้งสิ้น 2 ปี มีจำนวนวันทั้งสิ้น 498 วัน

ราคาหุ้นที่ใช้ในการฝึกสอนระบบจะถูกสกัดคุณลักษณะของข้อมูล (Features Extraction) โดยใช้เคออสเซนทรอยด์ (ChaosCentroid) หาโครงสร้างของลำดับข้อมูลในแต่ละพื้นที่ย่อย (Sub-Region) ด้วยการหาระยะทางแบบยุคลิด (Euclidean Distances) ซึ่งเป็นลักษณะของการสกัดข้อมูลในเคออสเกมส์รีพรีเซ้นเทชัน (Chaos Game Representation; CGR) ที่เปลี่ยนลำดับของข้อมูลหนึ่งมิติยาวๆ ของจีโนม (Genomes) ในดีเอ็นเอให้กลายเป็นรูปแบบกราฟิคดังที่ระบุไว้ในหัวข้อที่ 2.4.2

สำหรับการเตรียมข้อมูลที่ใช้ฝึกสอนระบบในงานวิจัยนี้ เริ่มต้นจากการเรียงลำดับราคาหุ้นในวันก่อนหน้ามาคำนวณหาราคาหุ้นในวันถัดไป โดยงานวิจัยนี้จะทำการสร้างตัวแบบทั้งหมด 3 ตัวแบบ อันได้แก่ ตัวแบบต้นสัปดาห์ ตัวแบบกลางสัปหาห์ และตัวแบบสิ้นสุดสัปดาห์ ซึ่งตัวแบบต้นสัปดาห์นั้นจะใช้วันจันทร์เป็นตัวแทนของตัวแบบต้นสัปดาห์ ดังตารางที่ 3.1

**ตารางที่ 3.1** ตัวอย่างการสร้างข้อมูลชุดฝึกสอนสำหรับการทำนายข้อมูลต้นสัปดาห์ (วันจันทร์) จำนวนวัน 124 วัน

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **ข้อมูล ชุดที่ (i)** | **วัน/จุดที่เป็นอินพุต (j)** | | | | | | | | | | | | | | | | | | **เอาต์พุต (วันที่)** |
|
| 1 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 |
| (ศ) | (จ) | (ศ) | (จ) | (อ) | (พ) | (พฤ) | (ศ) | (จ) | (อ) | (พ) | (พฤ) | (ศ) | (จ) | (อ) | (พ) | (พฤ) | (ศ) | (จ) |
| 2 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 |
| (ศ) | (จ) | (ศ) | (จ) | (อ) | (พ) | (พฤ) | (ศ) | (จ) | (อ) | (พ) | (พฤ) | (ศ) | (จ) | (อ) | (พ) | (พฤ) | (ศ) | (จ) |
| ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... |
| 19 | 104 | 105 | 106 | 107 | 108 | 109 | 110 | 111 | 112 | 113 | 114 | 115 | 116 | 117 | 118 | 119 | 120 | 121 | 122 |
| (ศ) | (จ) | (ศ) | (จ) | (อ) | (พ) | (พฤ) | (ศ) | (จ) | (อ) | (พ) | (พฤ) | (ศ) | (จ) | (อ) | (พ) | (พฤ) | (ศ) | (จ) |

**\*หมายเหตุ** ตัวย่อในตารางแทนความหมายวันดังต่อไปนี้

(จ) ย่อมาจาก วันจันทร์ (อ) ย่อมาจาก วันอังคาร

(พ) ย่อมาจาก วันพุธ (พฤ) ย่อมาจาก วันพฤหัสบดี

(ศ) ย่อมาจาก วันศุกร์

จากตารางที่ 3.1 กำหนดให้การฝึกสอนใช้ 18 วันก่อนหน้า นั่นคือถ้าต้องการหาข้อมูลของวันที่ 19 จะใช้ข้อมูลวันที่ 1 ถึงวันที่ 18 เป็นอินพุต ซึ่งตัวอย่างนี้กำหนดให้พื้นที่รีเจียน(Region)ทั้งหมด เท่ากับ 18 วัน ซับรีเจียน (Sub-Regions) เท่ากับ 3 ทำให้มีรีเจียนทั้งหมดเท่ากับ 3 ดังภาพที่ 3.1 จากนั้นจะทำการหาค่ากลางของราคาหุ้นในแต่ละซับรีเจียนซึ่งถือว่าเป็นจุดศูนย์กลาง (Centroid) ซึ่งแทนสัญลักษณ์ด้วย C (i,j) โดยที่ i คือ แถวที่ 1, 2, 3, …, 19 และ j คือ คอลัมภ์ที่ 1, 2, 3, …, 9 ดังตารางที่ 3.2

1 2 3

ภาพที่ 3.1 ตัวอย่างการกำหนดอินพุต 18 วัน จำนวนรีเจียนเท่ากับ 3 และซับรีเจียนเท่ากับ 3

**ตารางที่ 3.2** ตัวอย่างข้อมูลชุดฝึกสอนหลังจากผ่านขั้นตอนการหาจุดศูนย์กลาง ณ อินพุต 18 วัน จำนวนรีเจียนเท่ากับ 3 และซับรีเจียนเท่ากับ 3 วัน

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **ข้อมูลชุดที่ (i)** | **อินพุต (j)** | | | | | | | | | **เอาต์พุต** |
| 1 | C(1,1) | C(1,2) | C(1,3) | C(1,4) | C(1,5) | C(1,6) | C(1,7) | C(1,8) | C(1,9) | Y(1) |
| 2 | C(2,1) | C(2,2) | C(2,3) | C(2,4) | C(2,5) | C(2,6) | C(2,7) | C(2,8) | C(2,9) | Y(2) |
| ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... |
| 19 | C(19,1) | C(19,2) | C(19,3) | C(19,4) | C(19,5) | C(19,6) | C(19,7) | C(19,8) | C(19,9) | Y(4) |

เมื่อหาจุดศูนย์กลางแต่ละซับรีเจียนแล้ว ขั้นตอนถัดไปคือการหาระยะทางระหว่างจุดศูนย์กลางและจุดที่เป็นราคาหุ้นทุกจุดที่อยู่ในซับรีเจียนเดียวกัน โดยวิธีการหาระยะทางแบบยุคลิด ทำให้ได้เมทริกซ์ระยะทาง (Distance Matrix) ซึ่งแทนสัญลักษณ์ด้วย D (i,j) โดยที่ i คือ แถวที่ 1, 2, 3, …, 19 และ j คือ คอลัมภ์ที่ 1, 2, 3, …, 18 ดังตารางที่ 3.3

**ตารางที่ 3.3** ตัวอย่างข้อมูลชุดฝึกสอนหลังจากผ่านขั้นตอนการหาเมทริกซ์ระยะทาง ณ อินพุต 18 วัน จำนวนรีเจียนเท่ากับ 3 และซับรีเจียนเท่ากับ 3 วัน

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| **ข้อมูลชุดที่ (i)** | **อินพุต (j)** | | | | | **เอาต์พุต** |
|
| 1 | D(1,1) | D(1,2) | D(1,3) | … | D(1,18) | Y(1) |
| 2 | D(2,1) | D(2,2) | D(2,3) | … | D(2,18) | Y(2) |
| ... | ... | ... | ... | ... | ... | ... |
| 19 | D(19,1) | D(19,2) | D(19,3) | … | D(19,18) | Y(19) |

หลังจากนั้นจะนำเมทริกซ์ระยะทาง D(i,j) นี้ไปลดรูปมิติโดยใช้วิธีแยกตัวประกอบ Singular Value Decomposition (SVD) ค่าที่อยู่ในแนวทแยงมุมจากการคำนวณ SVD นี้คือสมาชิกของเมทริกซ์ Sx(i,j) โดยที่ i คือ แถวที่ 1, 2, 3, …, 19 และ j คือ รีเจียนที่ 1, 2 และ 3 ซึ่งแทนสัญลักษณ์ด้วย

Sx(1,1) คือ ค่าที่หาได้จากกระบวนการ SVD ของรีเจียนที่ 1 ของข้อมูลชุดที่ 1

Sx(1,2) คือ ค่าที่หาได้จากกระบวนการ SVD ของรีเจียนที่ 2 ของข้อมูลชุดที่ 1

Sx(1,3) คือ ค่าที่หาได้จากกระบวนการ SVD ของรีเจียนที่ 3 ของข้อมูลชุดที่ 1

แสดงดังภาพที่ 3.2

Sx(1,1) Sx(1,2) Sx(1,3)

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| x.xxxx | 0 | x.xxxx | 0 | x.xxxx | 0 | x.xxxx | 0 | x.xxxx | 0 |
| 0 | x.xxxx | 0 | x.xxxx | 0 | x.xxxx | 0 | x.xxxx | 0 | x.xxxx |

ภาพที่ 3.2 ตัวอย่างผลลัพธ์ที่ได้หลังจากหา SVD ของข้อมูลชุดที่ 1

ซึ่งค่าในแนวทแยงที่ได้นี้คือค่า Eigen Value จากการลดรูปมิติโดยใช้วิธีแยกตัวประกอบ Singular Value Decomposition ซึ่งเราจะนำค่านี้มาสร้างเป็นเวกเตอร์ “F” โดยนำค่าที่ได้ในแต่ละรีเจียนมาต่อต่อกันรวมเป็นข้อมูล 1 แถวที่มีมิติเท่ากับ 6 มิติ ดังตารางที่ 3.4

**ตารางที่ 3.4** ตัวอย่างข้อมูลชุดฝึกสอนหลังจากการสกัดคุณลักษณะโดยใช้เคออสเซนทรอยด์ ณอินพุต 18 วัน จำนวนรีเจียนเท่ากับ 3 และซับรีเจียนเท่ากับ 3 วัน

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **ข้อมูล**  **ชุดที่ (i)** | **จุดที่เป็นอินพุต (j)** | | | | | | **เอาต์พุต** |
| 1 | F(1,1) | F(1,2) | F(1,3) | F(1,4) | F(1,5) | F(1,6) | Y(1) |
| 2 | F(2,1) | F(2,2) | F(2,3) | F(2,4) | F(2,5) | F(2,6) | Y(2) |
| ... | ... | ... | ... | ... | ... | ... | ... |
| 19 | F(4,1) | F(4,2) | F(4,3) | F(4,4) | F(4,5) | F(4,6) | Y(19) |

สำหรับการเตรียมข้อมูลและการกำหนดจำนวนวันย้อนหลังจะทำการเพิ่มจำนวนย้อนหลังให้เท่ากับจำนวนซับรีเจียนครั้งละ 3, 5, 7 ตามลำดับดังตารางที่ 3.5

**ตารางที่ 3.5** การกำหนดอินพุตรีเจียนและซับ-รีเจียน สำหรับสกัดคุณลักษณะของข้อมูลโดยใช้เคออส เซนทรอยด์

| **ลำดับที่** | **จำนวนวันที่ใช้เป็นอินพุต** | **จำนวนรีเจียน**  (Region) | **จำนวนซับรีเจียน**  (Sub-Region) | **การกำหนดสัญลักษณ์แทนรูปแบบ** |
| --- | --- | --- | --- | --- |
| 1 | 6 | 1 | 3 | 6-1-3 |
| 2 | 12 | 2 | 3 | 12-2-3 |
| 3 | 18 | 3 | 3 | 18-3-3 |
| 4 | 24 | 4 | 3 | 24-4-3 |
| 5 | 30 | 5 | 3 | 30-5-3 |
| 6 | 10 | 1 | 5 | 10-1-5 |
| 7 | 20 | 2 | 5 | 20-2-5 |
| 8 | 28 | 2 | 7 | 28-2-7 |

การกำหนดจำนวนซับรีเจียนต้องกำหนดให้สามารถหารค่ารีเจียนได้ลงตัวเพื่อให้สามารถนำข้อมูลไปทำการสกัดคุณลักษณะได้ค่าที่เหมาะสมเป็นตัวแทนของกลุ่มข้อมูลอินพุตที่ดี

**3.2 การทำ k-Fold Cross – Validation**

การสอนระบบในงานวิจัยนี้ใช้ 25 เปอร์เซ็นต์ครอสแวริเดชัน นั่นคือใช้จำนวนกลุ่มข้อมูล 4 กลุ่ม (k=4) ในการหาการสอนที่ดีที่สุด โดยสมมติให้ชุดฝึกสอนมีทั้งหมด 8 ชุดดังตารางที่ 3.6

**ตารางที่ 3.6** ตัวอย่างข้อมูลที่ใช้ในการฝึกสอนจากตารางที่ 3.4

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| ข้อมูล  ชุดที่ | อินพุต | | | | | | เอาต์พุต |
| 1 | F(1,1) | F(1,2) | F(1,3) | F(1,4) | F(1,5) | F(1,6) | Y(1) |
| 2 | F(2,1) | F(2,2) | F(2,3) | F(2,4) | F(2,5) | F(2,6) | Y(2) |
| 3 | F(3,1) | F(3,2) | F(3,3) | F(3,4) | F(3,5) | F(3,6) | Y(3) |
| 4 | F(4,1) | F(4,2) | F(4,3) | F(4,4) | F(4,5) | F(4,6) | Y(4) |
| 5 | F(5,1) | F(5,2) | F(5,3) | F(5,4) | F(5,5) | F(5,6) | Y(5) |
| 6 | F(6,1) | F(6,2) | F(6,3) | F(6,4) | F(6,5) | F(6,6) | Y(6) |
| 7 | F(7,1) | F(7,2) | F(7,3) | F(7,4) | F(7,5) | F(7,6) | Y(7) |
| 8 | F(8,1) | F(8,2) | F(8,3) | F(8,4) | F(8,5) | F(8,6) | Y(8) |

จากตารางที่ 3.6 การทำ 25 เปอร์เซ็นต์ครอสแวริเดชันจะทำการแบ่งชุดฝึกสอนระบบออกเป็น 4 กลุ่มดังนี้

กลุ่มที่ 1 เอาข้อมูลชุดที่ 3 ถึง 8 ไปสอนระบบ แล้วนำข้อมูลชุดที่ 1, 2 ไปทดสอบระบบ

กลุ่มที่ 2 เอาข้อมูลชุดที่ 1, 2 และชุดที่ 5 ถึงชุดที่ 8 ไปสอนระบบ แล้วนำข้อมูลชุดที่ 3, 4 ไปทดสอบระบบ

กลุ่มที่ 3 เอาข้อมูลชุดที่ 1 ถึงชุดที่ 4 และชุดที่ 7, 8 ไปสอนระบบ แล้วนำข้อมูลชุดที่ 5, 6 ไปทดสอบระบบ

กลุ่มที่ 4 เอาข้อมูลชุดที่ 1 ถึงชุดที่ 6 ไปสอนระบบ แล้วนำข้อมูลชุดที่ 7, 8 ไปทดสอบระบบ

ซึ่งงานวิจัยนี้จะทำการฝึกสอนระบบโดยใช้ชุดฝึกสอนทุกรูปแบบที่ระบุดังตารางที่ 3.5 เพื่อหารูปแบบที่ให้ค่าเปอร์เซ็นต์ความผิดพลาดสัมบูรณ์เฉลี่ย แล้วเลือกชุดข้อมูลฝึกสอนนั้นมาทดสอบกับข้อมูลแบบบอด

**3.3 การเตรียมข้อมูลสำหรับทดสอบด้วยฟัซซีซัพพอร์ตเวกเตอร์รีเกรสชัน**

หลังจากสร้างชุดฝึกสอนก็จะเข้าสู่ขั้นตอนการสร้างสมการทำนายโดยใช้ฟัซซีซัพพอร์ตเวกเตอร์รีเกรสชันดังระบุในบทที่ 2 ซึ่งจะต้องกำหนดฟังก์ชันและค่าพารามิเตอร์ต่าง ๆ ได้แก่ ฟังก์ชันการสูญเสีย ฟังก์ชันเคอร์เนล ค่าคลาดเคลื่อนที่ยอมรับได้ ![](data:image/x-wmf;base64,183GmgAAAAAAACACIAIDCQAAAAASXgEACQAAA/UAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAIgAhIAAAAmBg8AGgD/////AAAQAAAAwP///6b////gAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIF/uMAAAAAAJABAAAAAgQCABBTeW1ib2wAdaEUCu+ImjcA7O8YANiUL3WAATN1qBlmYgQAAAAtAQAACAAAADIKfgEzAAEAAAAoeRwAAAD7AgX+4wAAAAAAkAEAAAACBAIAEFN5bWJvbAB16RkKUaiaNwDs7xgA2JQvdYABM3WoGWZiBAAAAC0BAQAEAAAA8AEAAAgAAAAyCn4BgwEBAAAAKXkcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAdaEUCvCImjcAvPAYANiUL3WAATN1qBlmYgQAAAAtAQAABAAAAPABAQAIAAAAMgqAAZkAAQAAAGV5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAA3gECAiJTeXN0ZW0AYqgZZmIAAAoAOACKAQAAAAABAAAA2PIYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=) และค่าคงที่สำหรับคุมค่าคลาดเคลื่อน![](data:image/x-wmf;base64,183GmgAAAAAAAGACIAICCQAAAABTXgEACQAAA/UAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAJgAhIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8gAgAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIF/uMAAAAAAJABAAAAAgQCABBTeW1ib2wAdRgaCj1ImjcARPAYANiUL3WAATN1GRpmbgQAAAAtAQAACAAAADIKfgEzAAEAAAAoeRwAAAD7AgX+4wAAAAAAkAEAAAACBAIAEFN5bWJvbAB1ABoK/qiaNwBE8BgA2JQvdYABM3UZGmZuBAAAAC0BAQAEAAAA8AEAAAgAAAAyCn4BxgEBAAAAKXkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYANiUL3WAATN1GRpmbgQAAAAtAQAABAAAAPABAQAIAAAAMgqAAaAAAQAAAEN5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAA3gECAiJTeXN0ZW0AbhkaZm4AAAoAOACKAQAAAAABAAAAMPMYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)

1. การทดลองนี้เลือกใช้รูปแบบฟังก์ชันการสูญเสีย แบบ ![](data:image/x-wmf;base64,183GmgAAAAAAACAJwAEBCQAAAADwVgEACQAAAwEBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAEgCRIAAAAmBg8AGgD/////AAAQAAAAwP///8b////gCAAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AWOAYANiUMHaAATR2sRlmTwQAAAAtAQAACAAAADIKYAEyCAEAAABleQwAAAAyCmABdAIKAAAASW5zZW5zaXRpdhwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2vBkKpFgMXwBY4BgA2JQwdoABNHaxGWZPBAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABSwEBAAAALXkcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAdpsWCv44DF8AWOAYANiUMHaAATR2sRlmTwQAAAAtAQAABAAAAPABAQAIAAAAMgpgASgAAQAAAGV5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAA3gECAiJTeXN0ZW0AT7EZZk8AAAoAOACKAQAAAAABAAAAdOIYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=) ดังหัวข้อที่ 2.5

2. ฟังก์ชันเคอร์เนลที่เลือกใช้ คือ เรเดียลเบซิคฟังก์ชัน ดังหัวข้อที่ 2.5.1

3. ค่าคลาดเคลื่อนที่ยอมรับได้ มีค่าเป็น 0.0001 เพื่อให้ผลลัพธ์จากสมการทำนายมีความถูกต้องถึงทศนิยมตำแหน่งที่ 3

4. ค่าคงที่สำหรับคุมค่าคลาดเคลื่อน ![](data:image/x-wmf;base64,183GmgAAAAAAAIABwAEDCQAAAABSXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAGAARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9AAQAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPAYANiUVnWAAVp1wBJmOgQAAAAtAQAACAAAADIKYAEvAAEAAABDeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAN4BAgIiU3lzdGVtAADAEmY6AAAKADgAigEAAAAA/////9jyGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)![](data:image/x-wmf;base64,183GmgAAAAAAAKAEIAIBCQAAAACQWAEACQAAA00BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAKgBBIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9gBAAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIF/uMAAAAAAJABAAAAAgQCABBTeW1ib2wAdTkcChFAKmUA7O8YANiUVnWAAVp1ChtmRgQAAAAtAQAACAAAADIKfgEzAAEAAAAoeRwAAAD7AgX+4wAAAAAAkAEAAAACBAIAEFN5bWJvbAB19BcKI2AqZQDs7xgA2JRWdYABWnUKG2ZGBAAAAC0BAQAEAAAA8AEAAAgAAAAyCn4B/wMBAAAAKXkcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPAYANiUVnWAAVp1ChtmRgQAAAAtAQAABAAAAPABAQAIAAAAMgqAATMDAQAAADB5HAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHX0FwokYCplALzwGADYlFZ1gAFadQobZkYEAAAALQEBAAQAAADwAQAACAAAADIKgAENAgEAAAA+eRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgC88BgA2JRWdYABWnUKG2ZGBAAAAC0BAAAEAAAA8AEBAAgAAAAyCoABnwABAAAAQ3kKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADeAQICIlN5c3RlbQBGChtmRgAACgA4AIoBAAAAAAEAAADY8hgABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==) สำหรับคลุมค่าคลาดเคลื่อนเพื่อสร้างระนาบเกินที่เหมาะสม ในงานวิจัยนี้มีค่าอยู่ในช่วง 50 – 2500

**3.4 การกำหนดค่าความเป็นสมาชิก**

การกำหนดค่าฟังก์ชันความเป็นสมาชิกในงานวิจัยนี้ใช้ฟังก์ชันความเป็นสมาชิกแบบฟังก์ชันเชิงเส้นและฟังก์ชันความเป็นสมาชิกแบบฟังก์ชันกำลังสองดังที่กล่าวถึงในหัวข้อที่ 2.5.2 โดยกำหนดให้ข้อมูลราคาหุ้นของไตรมาสล่าสุดมีความสำคัญมากที่สุดที่ ![](data:image/x-wmf;base64,183GmgAAAAAAAMABQAICCQAAAACTXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALAARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+AAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AWOAYANiUVnWAAVp1NhxmFwQAAAAtAQAACAAAADIK4AH5AAEAAABueRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgBY4BgA2JRWdYABWnU2HGYXBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABTAABAAAAeHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADeAQICIlN5c3RlbQAXNhxmFwAACgA4AIoBAAAAAAAAAAB04hgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)ตามลำดับ ![](data:image/x-wmf;base64,183GmgAAAAAAACAHQAIBCQAAAABwWwEACQAAA3YBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAIgBxIAAAAmBg8AGgD/////AAAQAAAAwP///6b////gBgAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPAYANiUVnWAAVp1LSRmnQQAAAAtAQAACQAAADIKgAGEBQQAAAAsLi4uCAAAADIKgAGCAgEAAAAsLhwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgC88BgA2JRWdYABWnUtJGadBAAAAC0BAQAEAAAA8AEAAAgAAAAyCuAB4wQBAAAAMi4IAAAAMgrgAfIBAQAAADEuHAAAAPsCIP8AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHWPIwpMqE+WALzwGADYlFZ1gAFadS0kZp0EAAAALQEAAAQAAADwAQEACAAAADIK4AFbBAEAAAAtLggAAAAyCuABgwEBAAAALS4cAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPAYANiUVnWAAVp1LSRmnQQAAAAtAQEABAAAAPABAAAIAAAAMgrgAd0DAQAAAG4uCAAAADIK4AEFAQEAAABuLhwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgC88BgA2JRWdYABWnUtJGadBAAAAC0BAAAEAAAA8AEBAAgAAAAyCoABJAMBAAAAeC4IAAAAMgqAAUwAAQAAAHguCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAA3gECAiJTeXN0ZW0AnS0kZp0AAAoAOACKAQAAAAABAAAA2PIYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)ไปจนถึงไตรมาสที่มีค่าความสำคัญน้อยที่สุดคือ ![](data:image/x-wmf;base64,183GmgAAAAAAAKABIAIDCQAAAACSXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAKgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9gAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYANiUVnWAAVp1GhxmOwQAAAAtAQAACAAAADIK4AHyAAEAAAAxeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAU8RgA2JRWdYABWnUaHGY7BAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABTAABAAAAeHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADeAQICIlN5c3RlbQA7GhxmOwAACgA4AIoBAAAAAAAAAAAw8xgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)จะได้ค่าฟังก์ชันความเป็นสมาชิกของไตรมาสล่าสุดที่มีค่าความสำคัญมากที่สุดมีค่าเท่ากับ 1 และมีค่าฟังก์ชันความเป็นสมาชิกของไตรมาสล้าหลังสุดมีค่าความสำคัญน้อยที่สุดซึ่งมีค่าเท่ากับ 0.1 ดังตารางที่ 3.6 ซึ่งค่าเหล่านี้คำนวณโดยใช้ฟังก์ชันความเป็นสมาชิกดังหัวข้อในบทที่ 2

**ตารางที่ 3.7** การกำหนดค่าความเป็นสมาชิกในแต่ไตรมาสระหว่างปี พ.ศ. 2555 ถึงปี พ.ศ. 2556

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **ค่าความเป็นสมาชิกในแต่ละไตรมาส (ปี พ.ศ. 2555-2556)** | | | | | | | | |
| **ปีพุทธศักราช** | **2555** | | | | **2556** | | | |
| **ไตรมาสที่** | **1** | **2** | **3** | **4** | **1** | **2** | **3** | **4** |
| **ลำดับที่** | **1** | **2** | **3** | **4** | **5** | **6** | **7** | **8** |
| **ฟังก์ชันแบบเชิงเส้น** | 0.1000 | 0.2286 | 0.3571 | 0.4857 | 0.6143 | 0.7429 | 0.8714 | 1.0000 |
| **ฟังก์ชันแบบกำลังสอง** | 0.1000 | 0.1184 | 0.1735 | 0.2653 | 0.3939 | 0.5592 | 0.7612 | 1.0000 |

**3.5 การทดสอบโปรแกรมโดยใช้ชุดข้อมูลแบบบอด**

เมื่อทำการสร้างตัวแบบจากชุดฝึกสอนแล้วจะนำตัวแบบที่ได้มาทดสอบกับข้อมูลแบบบอดโดยใช้ข้อมูลราคาหุ้นดัชนีอุตสาหกรรมดาวโจนส์ในปี พ.ศ. 2557 จาก Option Trading Tips ในระหว่างช่วงไตรมาสที่ 1 และไตรมาสที่ 2 รวมจำนวนทั้งสิ้น 124 วัน โดยผลลัพธ์ที่ได้จากตัวแบบจะเป็นราคาหุ้นและโปรแกรมจะทำการคาดคะเนผลลัพธ์ที่จะเกิดขึ้นในวันถัดไปของทั้ง 3 ตัวแบบ โดยที่

1. ตัวแบบต้นสัปดาห์จะให้ผลลัพธ์ราคาหุ้นวันจันทร์และผลการคาดคะเนว่าราคาหุ้นของวันจันทร์จะเพิ่มขึ้นหรือลดลงจากวันศุกร์ที่ผ่านมา
2. ตัวแบบกลางสัปดาห์จะให้ผลลัพธ์ราคาหุ้นวันพุธและผลการคาดคะเนว่าราคาหุ้นของวันพุธจะเพิ่มขึ้นหรือลดลงจากวันอังคารที่ผ่านมา
3. ตัวแบบสิ้นสุดสัปดาห์จะให้ผลลัพธ์ราคาหุ้นวันศุกร์และผลการคาดคะเนว่าราคาหุ้นของวันศุกร์จะเพิ่มขึ้นหรือลดลงจากวันพฤหัสบดีที่ผ่านมา

**3.6 การวัดความถูกต้องจากการพยากรณ์ราคาหุ้น**

การทดลองนี้วัดประสิทธิภาพการคำนวณของระบบโดยพิจารณาจากค่าเปอร์เซ็นต์ความผิดพลาดสัมบูรณ์เฉลี่ย (Mean Absolute Percentage Error; MAPE) ดังสมการที่ 3.1

![](data:image/x-wmf;base64,183GmgAAAAAAAMAaQAQACQAAAACRQAEACQAAAycCAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQATAGhIAAAAmBg8AGgD/////AAAQAAAAwP///7H///+AGgAA8QMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIgAvIFBQAAABMCIALgBgUAAAAUAjoB+wgFAAAAEwIGA/sIBQAAABQCOgEKFwUAAAATAgYDChccAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYANiUYnaAAWZ2+hNm5AQAAAAtAQEACQAAADIKgAJGGAMAAAAxMDBlCAAAADIKjgEJBgEAAAAxMBwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAU8RgA2JRidoABZnb6E2bkBAAAAC0BAgAEAAAA8AEBAAgAAAAyCu8DGggBAAAAMTAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdk4WCqFo8GsAFPEYANiUYnaAAWZ2+hNm5AQAAAAtAQEABAAAAPABAgAIAAAAMgqAAlwXAQAAALQwCAAAADIKgAL0DQEAAAAtMAgAAAAyCoACtAQBAAAAPTAcAAAA+wLA/QAAAAAAAJABAAAAAgQCABBTeW1ib2wAdlQWCvuI8GsAFPEYANiUYnaAAWZ2+hNm5AQAAAAtAQIABAAAAPABAQAIAAAAMgrZAh8HAQAAAOUwHAAAAPsCIP8AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHZOFgqiaPBrABTxGADYlGJ2gAFmdvoTZuQEAAAALQEBAAQAAADwAQIACAAAADIK7wOrBwEAAAA9MBwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAU8RgA2JRidoABZnb6E2bkBAAAAC0BAgAEAAAA8AEBAAgAAAAyCvoAswcBAAAAbjAIAAAAMgrvA1sHAQAAAGkwCAAAADIK4AJ5FgEAAABpMAgAAAAyCuACLw0BAAAAaTAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYANiUYnaAAWZ2+hNm5AQAAAAtAQEABAAAAPABAgAIAAAAMgqAAp4VAQAAAGcwDAAAADIKgAIgDwoAAABGb3JlY2FzdGluCgAAADIKgAIvCQYAAABEZXNpcmUIAAAAMgqsAwwGAQAAAG5lCQAAADIKgAJAAAQAAABNQVBFCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAA3gECAiJTeXN0ZW0A5PoTZuQAAAoAOACKAQAAAAACAAAAMPMYAAQAAAAtAQIABAAAAPABAQADAAAAAAA=) (3.1)

โดย ![](data:image/x-wmf;base64,183GmgAAAAAAAIAEoAEBCQAAAAAwWwEACQAAA54AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAGABBIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9ABAAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPAYANiUYnaAAWZ2CRVm9QQAAAAtAQAACQAAADIKYAFAAAQAAABNQVBFCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAA3gECAiJTeXN0ZW0AAAkVZvUAAAoAOACKAQAAAAD/////2PIYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=) คือ ค่าเปอร์เซ็นต์ความผิดพลาดสัมบูรณ์เฉลี่ย

![](data:image/x-wmf;base64,183GmgAAAAAAAMAEQAIBCQAAAACQWAEACQAAA8sAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALABBIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+ABAAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AWOAYANiUVnWAAVp1lRNm1gQAAAAtAQAACAAAADIK4AE6BAEAAABpeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgBY4BgA2JRWdYABWnWVE2bWBAAAAC0BAQAEAAAA8AEAAAoAAAAyCoABRgAGAAAARGVzaXJlCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAA3gECAiJTeXN0ZW0A1pUTZtYAAAoAOACKAQAAAAAAAAAAdOIYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=) คือ ราคาหุ้นจริง

![](data:image/x-wmf;base64,183GmgAAAAAAACAIQAIACQAAAABxVAEACQAAA9UAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAIgCBIAAAAmBg8AGgD/////AAAQAAAAwP///6b////gBwAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AWOAYANiUVnWAAVp1jRdmSgQAAAAtAQAACAAAADIK4AGUBwEAAABpeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgBY4BgA2JRWdYABWnWNF2ZKBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABxAYBAAAAZ3kMAAAAMgqAAUYACgAAAEZvcmVjYXN0aW4KAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADeAQICIlN5c3RlbQBKjRdmSgAACgA4AIoBAAAAAAAAAAB04hgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) คือ ราคาหุ้นจากการคำนวณของระบบ

โปรแกรมจะทำการวัดค่าเปอร์เซ็นต์ความถูกต้องหรือความแม่นยำ (Percent of Accuracy) ของผลการคาดคะเนราคาหุ้นในวันถัดไป ดังสมการ
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โดย ![](data:image/x-wmf;base64,183GmgAAAAAAAOACwAECCQAAAAAzXQEACQAAA54AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAHgAhIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+gAgAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYANiUU3WAAVd1DBxmHwQAAAAtAQAACQAAADIKYAFYAAMAAABBY2NlCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAA3gECAiJTeXN0ZW0AAAwcZh8AAAoAOACKAQAAAAD/////MPMYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=) คือ ค่าเปอร์เซ็นต์ความถูกต้อง
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